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Abstract

Various nccessary and sufficient conditions are given for

the existence of codes with preassigned weights. Some

properties of the weight distribution are deduced.
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Introduction

In our study of the minimal weight that the elements of a

K- dimensional binary group code Akr,) of length n can have, one

of us gave [6] an elementary, though long, proof of various existence

theorems for binary group codes. We present here these and other

similar results, relating and deriving them from a well known theorem.

As is often the case, these necessary and sufficient conditions for

the existence of codes are not easily applied: indeed they require the

use of high speed computers already for small values of n and K . We

have been able, however, to derive from them some special cases, and

some necessary conditions, of practical utility. These are given in

the last section. Further study in this direction would seem justified.
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1. Codes with preassigned weight vectors.

Let A , ,, ... ) A, , ... , be the elements of a group code A- A(n,k)

We shall always assume that A. is the zero vector; that X., X . X., x

are independent; and that the numeration is so chosen that E t X2.

where the first sunmation is of vectors over the field of two elements.

Let W% be the column vector whose it row is A , the weight of K:Z

notice that ..or, is not in ,,J . \W will be called the weight vector of A

More generally, let W be a A I matrix whose elements are strictly

positive integers ."r- . We will say that \V is admissible if it is the

weight vector of some code A

In order to formulate a well known criterion of admissibility we have

to introduce the following (2 _1'A t.k) -J matrix 6 . Its row number -Z

consists, from left to right, of Zf-/ zeros, followed by Z consecutive

ones, then -if consecutive zeros, then A consecutive ones..., to

exhaustion; its row number 4 is the sum mod. 2 of the rows
A k =1

number , . ... . It is easy to recognize that C is the matrix

introduced by MacDonald [1] and used by Fontaine and Peterson [2]. If

t denotes the -,X -/.j matrix of all ones, one has [1,2]

_j

Theorem 1([1,2,3,71): / is the weight vector of a code A(",K) if, and
only if

1) ", . _ . L '

2) the elements of N C are all non-negative integers.

If W is the weight vector of A , N is called the modular (representation)
vector of A . If Y; is the integer in the L row of N , and if G

is the matrix whose row is X <_i , then G has v columns which

represent in binary form the integer L . In particular then /- 1 .=.

-1-



PARU MATHEMAICA LABOATO-,u, INCORPORATED 7493-SR-5
ONE IVER ROAD 0 CARIUSLE. MASMACHUSMrTS

1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

0 1 1 0 0 1 1 0 0 1 1 0 0 1 1

1 1 0 0 1 1 0 0 1 1 0 0 1 1 0

0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

1 0 1 1 0 1 0 0 1 0 1 1 0 1 0

0 i 1 1 1 0 0 0 0 1 1 1 1 0 0

I 1 0 1 0 0 1 0 1 1 0 1 0 0 1

0 0 0 0 0 0 0 1 1 1 i 1 1 1 1

1 0 1 0 1 0 1 1 0 1 0 1 0 1 0

0 i 1 0 0 1 1 1 1 0 0 1 1 0 0

1 1 0 0 1 1 0 1 0 0 1 1 0 0 1

0 0 0 1 1 1 1 1 1 1 1 0 0 0 0

1 0 1 1 0 1 0 1 0 1 0 0 1 0 1

0 i 1 1 1 0 0 1 1 0 0 0 0 1 1

1 1 0 1 0 0 1 1 0 0 1 0 1 1 0

The matrix C for K- + .

Letting I denote the (e -i) xi matrix of all ones, we can prove:

Theorem 2: W is admissible if and only if there is a matrix N all

the elements of which are non-negative integers, such that

Moreover, if 3) is satisfied, letting \ ngone has il. '

and then W4 is the weight vector of a code A(4,K) .

To prove that 3) is necessary we use Theor. 1. From 2),

i= "' K C W- - '4

but 1) implies A k . , T = Z a

To show that 3) is sufficient, let us first show that 3) implies

-- i- = Zk-' Piz • Remembering that each column of G has exactly -Zt

ones [1], we have

101 101 1011V

0110011 011001
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on the other hand

Thus 3) implies

A _ = * ,+ (,.,-)zA..

which yields 1) with h=2En Further

C ' W 2" C V- . W=i

which is 2); and hence 3) is sufficient. It may be interesting to note that

the necessity of 3) follows also from the "mapping theorem" of Asamus and

Mattson [4].

If we denote by C the j row of C , 3) can be written

C w = w a - '/1 z; ,,4 , j =, .-, ... 4 . -/.-

This relation gives a different interpretation to the integers j1.

If W. is the weight vector of AUM,K) , the weights not added in the sum

C5 W correspond to the elements of a subcode (or subgroup) of A that

we can denote A m .- 1) . In fact the £ component of Cj can be

considered as the value at X; of the j character (with values O /

instead of /, ). Thus .- - C W is the sum of the weights of the

elements of A. and hence

but also
- KI H ,,.,. - -M) a'

Corollary: With the notation just introduced v%= -v ; that is n is

the difference between the "length" of A and that of A

To introduce the next theorem, observe that 3) is equivalent to the
k-!

statement: - is a non-negative multiple of.Z ', for all 3

-3-
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Tbeorem 3: WV is admissible if and only if

4) Ze- is a multiple of -

5) C-V is a multiple of .Z , for

6) fo.r for j, -2 A(

morenver, if 4) - 6) are satisfied and we set CW = a .2N-a ''-/4J

-$ -, 1 , then r=ILmb1 is the modular and W the weight vector of a

code A( 0, K) .

Notice that 5) and 6) do not imply 4), as the following example shows:

A

.W= 3
3

Similarly

W= j , A

shows that 4) and 5) do not imply 6). And finally 4)'and 6) do not imply

5) because of the example

W = K=3

-4-
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The necessity of 4) - 6) is an immediate consequence of 1) and 3).

Conversely, 4) and 5) enable us to write C y, ; " f. '/.

and 6) to conclude A:- . Hence 4) - 6) imply 3). The "Moreover" part

of the theorem is now clear.

2. Further modifications of Theorem 1.

It is natural to--.* whether the-.2-! conditions of, say, Theorem 2 are

independent' and thus all have to be checked. Unfortunately the answer is

yes: the second-example above fails to satisfy Theorem 2 only for >=

(and fail'o satisfy Theorem 3 only for condition 6) with = ).

Convenient permutations allow us to modify this example so that it fails

Theorem 2 for any single given value of

Wtthis context, the following result may be of interest:

Proposition 1: Given W , let WI' be the (-k-_)AJ matrix consisting of

the first Z rows of IV . Then \W' is admissible if and only if

a) WI' is admissible

b) i._ (over \/) is a multiple of Z-/

c) Cj'4 is a multiple of.. Z z for .- f -

The proof is an immediate consequence of Theorem 3 and of the dependency

of C on K as described in [1].

Let us extend the use of a "prime" to differentiate the symbols referring to

the subcode generated by the first X-1 generators. If C denotes the

matrix obtained from C by substituting 1 for 0 and 0 for 1, then we

know from [1] that

-5-
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C
Cl

o o..,o I  i ,,

C IC
_4-

Let (- denote the matrix obtained from C by substituting 1 for 0

and -1 for 1. Then clearly

• . ,I,,.

.C1

L' "'-I ' " '

We set

P
-6-I
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,v 
I , -",

• •,' L

AW1

The

*. *.A

w

H' 
H'

H'1 -HI

-7-
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Lemma: N T + V.

Observe that the generator matrix G has A4 columns representing the

binary number I - I , and i columns representing the

number Z Z. , and that both types are identical except in the last row,

which is the k th generator. Hence, . + .,

Further,

.~-I

-- , .7
. . . = ( , j I

=1

* , -/ k

terminating the proof.

Lemma 2: Condition 3.).in' Theorem -2 is'equivalent to each one of the

following:

7) CHW ~'Yo

That 7) and 8) are equivalent is clear. To show that 3) and 7) are

equivalent observe that . . • 2C Thus, since

7) yields

-Z .W , + -z ", t

which is, essentially, 3). This proves also the converse.

-8-
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We can rewrite 8):

obtaining

Adding -. )' and 64) yields

H' R -t - T -f-V)

which is 8) for: N- I- The matrix'H is 'alladamard matrix (see, for example,

[81),. ndlie nce. H,

Th .becomes:

H', '* "  -'

H' 5- V,
* * . •or

S- R H-iV.

* We have:.

Theorem 4: W~ is admissible if and only if there is a matrix V whose

elements are non-negative integers, such that:

a) W is admissible

b) S-tR HIV

c) "' - v is non negative, except in the first row.

-9-



PARKE MATHIMATICAL LABORATOtIES, INCORPORATED 7493-SR-5
ONE RIVER ROAD a CARLISLE, MASSACHUSTTS

The "if" part has been shown above. To prove the "only if" part,

assume that a) and b) are satisfied. Retracing the steps above we

have

from a) H-RI -- .

and from b) H'(R-) " -

which is . Subtracting,

H' , - -- . :+ .,"-'' .V ': v 0

or

* . /-1' (R -s) + i - ( -v) o 2

which is ,,) because of c)... But () and /3) give us. 8):,and hence t/ is

admissible by Theorem 2 and Lemma 2. .

Notice that'a) and b) do not imply c), as the following example shows.

.. Let

, '" . . ... .

* . \ f].

Theo.rem.2shows that

S is admissible* and that the corresponding modular vector is

-10-*
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By definition

RL

Isi
If we set.

..then alsob). is satisfied: S-Is H'V But c) is not:

Theorem 4 has a natural intuitive interpretation which we shall

illustrate by an example for k Suppose part a) of Theorem 4 is

satisfied. That is, there exists a code A' ix, , x 4, 3

with weight vector -l4 and modular vector N =fl, We wish

-11-
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to determine whether d= f is admissible. The admissibility of V

-7j

given that W1 is admissible, clearly implies that we can add a

generator x to A , satisfying four conditions:

i) the weight of x is 

ii) the weight of x,. , + X, is

iii) the weight of X. = & L+ is , -

and iv) the weight of X = x,. x+ X is .d,.

Let . ,3= ,, ) be the number of positions in which X, has ones in

common with only those generators Xf. such that Z a - That is,

X has j ones in positions vacant in both X, , and X., / ones in

positions common to X but not Y. , t, ones in positions common to X,_

but not x, , and A ones in positions which contain ones in both X,

and x ; and this clearly exhausts Xs,

Recalling that er-zo , we can translate the four conditions i) - iv)

into equations:

11.1
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Collecting the ,.'s and setting V .'e obtain

44'
V.

The left-hand member is S- , and the matrix of coefficients of V

is H' , so this equation is precisely part b) of Theorem 4. The

requirement in Theorem 4 that V be of non-negative integers follows

here directly from the definition of the 4,7.. Moreover, since each

,A, counts positions from among those counted by the corresponding nl

it is clear that for ' 'o , < - nZ , which is part c) of Theorem 4.

It can be seen quite easily that these conditions on the A/3 are both

necessary and sufficient for the admissibility of W/ . They can be

shown by induction to hold for any K . In fact, it was this

elementary apprnach of comparing a new generator with each previous

generator that first suggested Theorem 4 to us.

-12-
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3. Fquivalence of weight vectors.

Because of the numeration involved in associating VI to a code A,
different weight vectors correspond to one and the same code. On the

other hand if Wd is the weight vector of A (with a given numeration),

W/ is also the weight vector of any code equivalent to A We have thus

a many-to-many" correspondence between admissible vectors 'W and codes.

To obtain a one-to-one correspondence we consider only equivalence classes

of codes and equivalence classes of vectors, defined as follows. Two

admissible vectors W, W' are called equivalent if they are weight vectors

of equivalent codes. The remark above enables us immediatcly to say

also that W and \ ' are equivalent if and only if they are weight

vectors of one and the same code A (for two numerations of its elements).

Proposition 2 WJ,=LVJL and L J27L. are equivalent if and only if
there is a permutation f-of I I k such that

thereJ suhthtsL

and such that if e-z) - "Z 4 4 L = 0, then
N-I

4 where denotes sum modulo 2. It is

enough to prove that these properties characterize the changes in

allowable numerations of the elements of a code A . Let then X1., ....

denote the elements of A , in two different orders, but

such that

For some permutation 6- we have =

In particular

r A X Z M, A
ZL. ~

x )A .3:

X"-13-
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Cunversely, let x x, ... be an allowable numeration of the elements of

A , and let a- have the properties of the proposition. Set i -.

To prove that 4., ,y ... , - are independent, assume 0

Then

e= × .3 =  . L = ,. . =g L ,  i

Since Xo ,, .X, are independent. . = ' for each 7 and

r, which is not possible since . is a permutation. Thus

indeed the ve-ctors J ,are independent.

Moreover

I~J JA.) Ate.;. ~ . ~

If we denote by T the Cz'-')x (2'-') permutation matrix corresponding

to the permutation r- of Prop. 2, we can write Wf = T- / . The

matrices To.. so obtained have been denoted P, in [2];. our Prop. 2 can

also be obtained from the definition of P . Moreover, in [2] it has

been shown that to every 6- there corresponds a r , also with the

properties of Prop. 2, such that

If then kVJ_ T W/, and N C-' , i C -" W4 we obtain

;L T- k/

This establishes the

Corollary [21 Let A,, A. be two codes, \v,, \AI and N,, H,_ their weight

and modular vectors. Then the following propositions are equivalent:

a) A, and A. are equivalent codes;

b) There exists a permutation d- as in Prop. 2 such that

c) There exists a permutation a- as in Prop. 2 such that

- 14-
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From this one can easily deduce the following almost obvious result:

Proposition 3 Let N= 1"Z9 be a(2!-1)xI matrix whose elements are

non-negative integers; then N is the modular vector of some code

A .,ij) if and only if there exists a permutation C-as in Prop. 2

such that Y4 (ja) o for Z o= /I,.. /-/,

4. Some consequences of Theorems 1 to 4.

Given V*JtL ; let Jcl be non-negative integers verifying

and set

In general only the case J=m;, z#2 will be of interest. However, we

need establish the results below also for cL mi,; A2 so as to obtain more

flexibility and, in particular, to be able to use induction arguments.

The relations 1) - 7) yield equivalent relations:

l') 5 ,Z _ = ( n'- z.,-Z . - /-

2') the elements of C"D -4 I are all non negative integers-

3') c D = z "L " ,- C/z ( -EJ.

4') 2.-s is a multiple of .-

5') C'rD is a multiple of Z" ' t for j=/, -, --.

6') ?CD Z for ,,,

7') C't- + + ' =

Relation 8') and Theorem 4 can also be rewritten in terms of J with

very little change.

It may be interesting to point out the substitution of 1,,"j with d4- - .

We shall say that (0,J) is admissible if and only if W= D-AI is

admissible.

-15,



PA= Mi wunTIcA LIsmonTo-as, INCORORATED 7493-SR-5
ONE IVER ROAD * CAIUJSLAIAUACHUSTrS

Propositton 4. Let J,4 o for at most two subscripts Z . Then

0,J) is admissible if and only if Jd.L,. h a 0- dji 4 c : .- .

and J-J- " are non negative multiples of .'

Without loss of generality we can assume ' t 2. by taking an

equivalent weight vector. Then (see the definition of C) ,- ,,

_'J- C D and CD =o Moreover all other ej

have one of Lhese four values.

We can write 3') as
-_J, - J.4 + j D - -n ,

Hence the proposition, which has the known

Corollary The only codes A(n,k) with all elements of equal weight

( for all L) satisfy 4i ' 4 (- -)-

Proposition 5 Let K>3 and only for £ %. Then , i.

admissible if and only if 0- JOl * . J 4' - .. /., J#4
1-#J -a'-

and d- _ - oI are non negative multiples of 2A-I.

We can reduce the general case to either of two special ones:

a) &~~& 3 ;or b) .2/ - '- m'4

In case a), C,D: -i~e ' t.a~ C~D~~ D.

and all other CjD have one of these values. Our result then follows

as above from 3'). In case b) we have CD = 41 C L)b .a ,

D ell L>= hence, again from 3'), the conditions of

the proposition are necessary; by a) we know already that they are sufficient.

The assumption 1<P3 is required to insure the existence of C, . Similar

results can be obtained for increasing, but always small, number of non-

zero Jz's. They can all be considered an particular cases of 7')-

The function 2jz has some interesting properties. The first is a

generalization of the Corollary to Prop. 4, which consider*4 the caee

Proposition 6 Let A(y,g) be a code with weigbts (bd) • ii., few

-16-
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some integer-, - a'J*- (.z-') and .'2- Moreover

- o if and only if J . -±- .

From 4') we obtain 4,. .L+ .-f, and then from i) M -

+j - 1. Solving the first relation for 2F/,- we obtain

_ Thus ZJ - is equivalent to ;_(o • Since

we have also:

Corollary i'Z if and only if -

The relation 'I .zA'1  restricts considerably the possible values
of 0J.

Proposition 7 If (D,J) is admissible and Z . then 0oILo

or _ 5 "7A for some _Zo

Assume o0 JZ -.2 -  Then, for somej 0 4 Cj D-- - Since

is a multiple of , - ' . If the equality sign holds,

we are through. Similarly if C D -; So assume -Z , -2 - '-

* We have then 0 z-J, - b D A .2 .- But the middle term is the sum

of the JL 's for the subgroup A, Using induction we have then
K-3 24- .

f.= Z 2 = .

To complete the proof, let K= • Then the proposition states Z =
O

or .->; : a triviality. Relation 1') yields:

Corollary 1 f

This is an improvement on Plotkin's upper bound - ; however

both bounds agree "almost everywhere".

Because of Proposition 6 we obtain also:

Corollary 2 If . - then - .2. /

-17-
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Thus, if nz. , the k of Prop. 6 is strictly negative:

Corollary_- If vi z- .2 then 1-4 ji7
Tlhat the values ci :J, given in Prop. 7 are actually taken (and then

Y and d are given by Prop. u) is shown by the codes described by

MacDonald Il and McCluskey ['], among others.

It is posF ible to prove, in parallel to Prop. 7, that - =at?- ")

for ;ome v^:f if 2 L 4 .2

But this result does not seem interesting: the application of Prop. 6

in this case does not determine A. and f./, can, and often does, exceed
A also for small values of ni

-13-
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